50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

USN 15CS651
Time: 3 hrs. Max Marks: 80
L ( W&m%
Note: Answer any FIVE full questwns, ahtmsmg ONE full question from each module. g
Wodule- N\ !
1 a. Discuss the star and snowflake schema in detail with suitable" example. (05 Marks)
b. Compare Enterprise warehou§ Data mart and Virtual ware“%use - (06 Marks)
c. Distinguish between OLTP andfOLAP (05 Marks)
2 a. Differentiate between Des1gn1ng and Data warehouse and OLAP cube. (05 Marks)
b. Define ETL and Data cleaning. Describe the.data cleaning steps. (06 Marks)
c. Compare betweén the MOLAP and HOLAP : (05 Marks)
N Module-z
3 a Explamwy h example : 1) Euchdean d1stance and Coefﬁ01ent ii) Jacord coefficient
iii) .Cosine similarity. " (06 Marks)
b. Describe the F eature Subset seleétion. ) (04 Marks)
C. ¢ ' (06 Marks)
4 a.
b.
(05 Marks)
C. 05 Mgrks)
" Module-3 *
5 a Explamﬂ‘FP Growth algorlthm for dlscovermg frequent item sets. What are its limitations?
(08 Marks)
b Deﬁhe Apriori prmc1p1e Explain frequent.ite ﬁ”“ ‘set generation algorithm. (08 Marks)
6 What 1s Assoc1at10n Analys1s‘7 Expla' in 1n br1ef with an example. (04 Marks)
b Define the following with an example to each : .
1) Supporﬁ““@f aTtule ii) Confidence of a rule. (04 Marks)
c. Consider the followmg transaction data set : ~
Tid 1 2 4 5 6 7 8 9 10
Items | {a,b} | {b,c,d} a {a,de} | {a,bc} | {a,be,d} | {a} | {abc} | {a,b,d} | {b,cie}
Construct the FP tree. Show the trees separately after reading each transaction. (08 Marks)
NW?@.W :
Module:4 i
7 a. Whatis Class1ﬁcat10n‘7 Write decision tree induction algorithm. - (08 Marks)
b.

What are Bagesian classifiers? Explain Bayes theorem for classification. (08 Marks)
... 1 of2 ;
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8 a. (04 Marks)
b. (04 Marks)

C. ighbor algorithm.
(08 Marks)
9 a. Explain Clustering Analysis metk iefly. gl (04 Marks)
b. What are the features of Clus alysis? 'S (04 Marks)
c. i i i i ihg. (08 Marks)

A

10 a. ? ain’the algorithm for computing distance
f» (08 Marks)
b. (08 Marks)
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